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1. Introduction 1 

Flooding causes devastating structural damage both nationally and globally. Between 2 

1980 and 2019, flood-inducing storm events and hurricanes led to $1,340 billion in damage in 3 

the United States (US), accounting for 76% of total losses for all billion-dollar climate events 4 

during that period [1]. Driven by climate change, the total damage cost of floods has increased 5 

over time, breaking the record for the greatest damage in the last five years (2015 to 2019). In 6 

coastal areas, storm surges and excessive land transformation are the major drivers of rising 7 

flood damage [2-4]. Texas and Florida, particularly, have experienced the most substantial losses 8 

[5]. The growing population and expanding impervious surfaces have limited the capacity of 9 

natural ecosystems to capture and store rainwater, increasing flood vulnerability [6]. After 10 

examining 34 major hurricanes in the US that occurred since 1980, Costanza et al. [7] argued 11 

that on average, a loss of 1 ha of coastal wetland led to $33,000 of flood damage from a 12 

hurricane event. Brody et al. [8] also reported that a 1-acre loss of naturally occurring wetlands 13 

along the Gulf coast increased insured property loss by $1.5 million per year. The lower 48 US 14 

states, however, lost 110 million acres of wetlands between 1600 and 2009 [9]. The US Army 15 

Corps of Engineers has invested an average $2 billion into constructing flood control structures 16 

every year since the 1940s to attenuate flooding risks accelerated by land conversion, but this 17 

effort is still not sufficient to compensate for the losses we face today [10]. As the frequency of 18 

flood risk increases, the need for ecological planning and design strategies for enhancing flood 19 

protection grows. Given this context, green infrastructure (GI) has gained attention as a 20 

promising planning tool. 21 

The origins of GI are rooted in urban planning and conservation theory. This concept 22 

evolved from ecological planning and eventually was integrated into low impact development 23 
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(LID), originally an engineered-based solution to control stormwater runoff near pollutant 24 

sources which sought to also preserve hydrologic patterns of pre-development [11, 12]. While 25 

LID techniques focus on the hydrologic protection of construction sites or small watersheds, the 26 

notion of GI embraces the far-reaching benefits of multi-scale green spaces as interactive 27 

systems, emphasizing the manifold ecosystem services that can be offered to humans. 28 

Scientifically, GI is often defined as “an interconnected network of green space that conserves 29 

natural ecosystem values and provides associated benefits to [the] human population” (Benedict 30 

& McMahon, 2012, p. 12). After the Conservation Fund and US Department of Agriculture 31 

Forest Service formed government and non-government working groups in 1999, GI became an 32 

integral part of local, regional, and state plans and policies. As a way of promoting human health 33 

and biodiversity, GI establishes green space networks and links ecologically functional habitats, 34 

enhancing species richness and productivity [14, 15]. It also provides cooling effects to heated 35 

urban areas by modifying airflow and heat flux [16]; simultaneously, GI also serves as an 36 

important surface water supply source by intercepting and storing rainwater during wet seasons 37 

[17]. In addition, as is also the case with LID, GI contributes to hazard mitigation by retaining 38 

stormwater, reducing pollutant concentrations, and increasing the lag time between rainfall and 39 

runoff, thus helping moderate losses from flooding [12, 18, 19].  40 

Traditionally, flood mitigation approaches have been based on both structural and non-41 

structural mechanisms [20, 21]. Structural mitigation is a technical approach that considers 42 

engineering safety features such as dams, dikes, reservoirs, and water channels to moderate the 43 

impacts of development in hazard-prone areas [22]. Non-structural measures are based on land-44 

use planning, policies, and education designed to protect environmentally sensitive areas [23]. 45 

With both structural and non-structural approaches, effective implementation and maintenance of 46 
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GI can be achieved. Previous studies have documented how these efforts have led to successful 47 

flood control on national, regional, and local scales [24-27]. For example, Brody and Highfield 48 

[26] explored 450 communities participating in the Community Rating System developed by the 49 

Federal Emergency Management Agency (FEMA), finding that from 1999 to 2009, communities 50 

with more credits for open space preservation had less flood damage. A survey also revealed that 51 

respondents were willing to pay an average of $6.4 more per year to adopt conservation 52 

easement policies that protected river buffers from floods [25]. However, these studies focused 53 

on preserving the quantity of GI, leaving unaddressed the influence of GI quality on flooding. 54 

Recently, a few studies have conducted cross-sectional analyses to examine the spatial 55 

configurations of GI. They found that larger areas of GI with irregular patch shapes helped to 56 

minimize stormwater runoff [28-31]. Kim and Park [32] assessed 108 watersheds in the four 57 

largest Texas metropolitan statistical areas, concluding that less fragmented patterns of GI were 58 

important to mitigating peak runoff. Similarly, Brody et al. [18] argued that large and continuous 59 

natural open spaces contributed to reducing flood losses along the Gulf of Mexico in the US. 60 

Studies examining GI connectivity have shown inconsistent results; on a watershed level, an 61 

increase in connectivity was found to lead either to an increase or decrease in peak runoff in 62 

urban and suburban watersheds [32]. Another study reported that, on a city scale, connectivity 63 

was negatively associated with runoff [31]. This inconsistency demonstrates the need for 64 

additional empirical studies to confirm the impact of GI patterns on flood mitigation at diverse 65 

scales [33]. 66 

Prior studies lack longitudinal assessments of GI patterns. As a consequence, the temporal 67 

changes in GI configurations that most affect long-term flooding have rarely been investigated. 68 

In particular, coastal regions have suffered from escalations in flood risk over time due to 69 
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increased demands for urbanization and growing frequencies in high-intensity tropical cyclones 70 

[34, 35]. Given this environmental challenge, routine monitoring of GI provides insights into 71 

how to maintain key landscape forms in the long term, in order to reduce devastating losses from 72 

floods and enhance coastal resilience. To address these challenges, this study longitudinally 73 

assessed the monetary benefits of implementing and preserving quality GI patterns by exploring 74 

flood damage costs reported along the Gulf of Mexico in Texas from 2000 to 2017. This research 75 

will specifically answer a question of how temporal and geographic variations in size, shape, 76 

isolation, fragmentation, and connectivity of GI patches affect county-level flood loss. 77 

 78 

2. Methods 79 

2.1. Study area 80 

The study area in this research includes 36 Texas coastal watershed counties along the 81 

US Gulf of Mexico (see Figure 1). According to the National Oceanic and Atmospheric 82 

Administration [36], a coastal watershed county is defined as one in which: 1) at least 15% of the 83 

total county area resides within a coastal watershed, or 2) the county partially includes at least 15% 84 

of an eight-digit hydrologic unit code (HUC) watershed defined by the US Geological Survey 85 

(USGS). The coastal counties selected in this study were subject to repeated flood damage from 86 

tropical hurricanes during the Atlantic hurricane season, more so than any other state in the 87 

United States [37]. Surface flow across these counties drains into the Gulf of Mexico, implying 88 

that changes in land use and GI configuration in the study area would directly affect downstream 89 

flooding. The flood damage within the study area spatially and temporally varied across these 90 

counties, serving as an important criterion for site selection. Out of 41 coastal watershed counties 91 

located in Texas, we excluded those in which the population was less than 10,000; these were 92 
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likely to lack the resources to initiate planning efforts to improve GI, limiting the policy 93 

application of this research [38]. 94 

The increasing flooding potential of the study area is attributable to the environmental 95 

condition. The area is dominantly characterized by flat terrain, clayey and loamy soil of low to 96 

moderate soil permeability, and low-lying land [39]. Increasing amounts of impervious surfaces 97 

and population growth at the expense of wetlands in this region have imposed human-dominated 98 

stresses on regional water resources, causing the depletion of water bodies and land subsidence 99 

in certain areas [40, 41]. By the late 20th Century, coastal Texas had already lost 210,600 acres of 100 

wetlands (5,700 acres per year on average), yet the Gulf of Mexico region had experienced over 101 

a 150% population increase since 1960 [42, 43]. The coastline counties are even vulnerable to 102 

storm surges during hurricane events, and the projected increase in sea level driven by climate 103 

change will exacerbate future flooding risk (e.g., a 4.4-5.5 ft rise is forecasted by 2100) [44]. 104 

Given these environmental challenges, the total flood damage reported in the study area was over 105 

$80 billion from 1990 to 2017 [45]. Major devastating events include Tropical Storm Imelda in 106 

2019, Category 4 Hurricane Harvey in 2017, Category 4 Hurricane Ike in 2008, Category 5 107 

Hurricane Rita in 2005, Tropical Storm Allison in 2001, and others [46].  108 

 109 
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 110 

Figure 1. The selected coastal watershed counties in Texas. 111 

 112 

2.2. Variables measurement 113 

2.2.1. Flood loss 114 

Property damage per capita, as obtained from the Spatial Hazard Events and Losses 115 

Database (SHELDUS), represents the US dollar value of direct property losses (adjusted for 116 

inflation to 2015 dollars) divided by the annual county population (see Table 1). Out of 18 types 117 

of natural hazards reported by SHELDUS, this study focused only on flood events in coastal 118 

regions that mainly were caused by heavy or extreme storm events and storm surges. For the 119 

longitudinal assessment, we computed the total damage cost per capita as a dependent variable 120 

for four time-windows at a consistent interval (i.e., 2000 to 2002, 2005 to 2007, 2010 to 2012, 121 

and 2015 to 2017). The values were log transformed in the model specifications to approximate 122 

normality.  123 

GULF OF MEXICO 

TEXAS 
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The National Weather Service is responsible for approximating and reporting federal 124 

estimates of flood losses in the National Climatic Data Center’s Storm Data, which serve as the 125 

source of SHELDUS. It is important to note that these monetary estimates can be positively or 126 

negatively biased during the conversion of ordinal to numeric values and when data are merged 127 

from multiple sources [47]. Although caution is required for their use, several studies has 128 

supported the reliability of SHELDUS data [37, 48, 49].  129 

 130 

Table 1. Variable measurement 131 

Variable Measurement (unit) Source Range Mean (SD) 

Dependent variable 
Flood damage cost Logged total 3-year property 

damage per capita  
SHELDUS -13.82–11.24 0.07 (7.18) 

 Total 3-year property damage per 
capita (US$)  

SHELDUS 0–76,269.52 3,186.76 
(9,676.87) 

Independent variables 
Spatial patterns of GI 

PLAND Percentage of GI (%) USGS NLCD 16.20–95.13 48.35 (21.10) 
SHAPE  Mean shape index (none) 

�.25	���	�



���
�  

USGS NLCD 1.21–1.96 1.54 (0.18) 

PROX Mean proximity index (none) 

�		������



���
�  

USGS NLCD 622.00–
903,398.70 

100,719.40 
(175,505.60) 

ENN Mean nearest neighbor distance (m) 

���



���
�  

USGS NLCD 70.26–99.77 84.29 (5.38) 

COHESION Patch cohesion index (none) 

�1 � ∑ ��
���∑ �� ∙ �	�
���
� ∙ �1 � 1

√�� ∙ �100� 
USGS NLCD 98.09–99.99 99.65 (0.40) 

GYRATE Area-weighted mean radius of 
gyration (km) 

�� ���!"
#

!��
$% 	�∑ 	�
��� &'


���
 

USGS NLCD  

 
1.69–38.68 12.05 (8.14) 

Control variables 

Socioeconomic attributes 

Housing value density Housing value density assessed per 
unit area ($/m2) 

USCB  0.02–40.68 2.21 (5.44) 

Undereducation Percentage of persons with no high 
school diploma (%) 

USCB 10.81–65.30 25.91 (9.74) 

Race Percentage of non-Hispanic whites 
(%) 

USCB 0.76–85.90 48.42 (24.00) 

Built environment 

Impervious area Percentage of impervious area (%) USGS NLCD 0.31–31.02 2.70 (4.88) 
Dams Total number of dams USACE 0–108 17.99 (20.38) 

Climatic and geophysical environment 

Precipitation Mean annual precipitation (mm) PRISM 451.90–
2,222.02 

1,087.92 
(406.28) 

Duration of flood events Mean annual duration of flood 
events (days) 

SHELDUS 0–30.70 2.89 (4.05) 
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Surface elevation Mean surface elevation (km) USGS NHD 
Plus 

0.003–0.18 0.05 (0.04) 

Floodplain area Percentage of 100-year floodplain 
area (%) 

FEMA 8.76–59.05 27.08 (14.02) 

Slope Mean slope (%) USGS NHD 
Plus 

0.25–3.48 1.22 (1.03) 

Soil permeability Mean saturated hydraulic 
conductivity (μm/s) 

NRCS 
SSURGO 

1.23–34.08 9.79 (6.58) 

Adjacency to coast Counties bordering the Gulf of 
Mexico (0/1) 

TxDOT 0/1 0.44 (0.50) 

Distance to coastline Nearest Euclidean distance to the 
Gulf of Mexico coastline from the 
county centroid (km) 

TxDOT 0.12–158.37 56.44 (43.01) 

Note. n = number of patches of the selected patch type (class); ai = area (m2) of the patch i; ais = area (m2) of 132 
the patch is within the 400m search radius of patch i (i.e., the search buffer created from the centers of the edge 133 
cells of the focal patch); pi = perimeter of the patch i; hi = distance (m) from patch i to the nearest neighboring 134 
patch of the same type, based on edge-to-edge distance; his = distance (m) between patch is and patch is, based 135 
on edge-to-edge distance computed from cell center to cell center; hir = distance (km) between cell ir placed in 136 
patch i and the centroid of patch i based on the cell’s center-to-center distance; Z = total number of cells in the 137 
landscape; z = number of cells in patch i. 138 

SHELDUS = Spatial Hazard Events and Losses Database for the United States; USGS NLCD = United States 139 
Geological Survey’s National Land Cover Database; USCB = United States Census Bureau; USACE = United 140 
States Army Corps of Engineers; USGS NHD = United States Geological Survey’s National Hydrography Dataset; 141 
NRCS SSURGO = Natural Resources Conservation Service’s Soil Survey Geographic Database; TxDOT = Texas 142 
Department of Transportation; PRISM = Parameter-elevation Regressions on Independent Slopes Model. 143 

 144 

2.2.2. Spatial patterns of green infrastructure 145 

The independent variables in this study included a series of GI configuration indicators 146 

derived from the 30-meter resolution landcover maps for 2001, 2006, 2011, and 2016, produced 147 

by the USGS (overall accuracy = 90%, 89%, 88%, and 88%, respectively) (Yang et al., 2018). 148 

We reclassified the Level II system developed by Anderson into a single GI class, combining 149 

open space (21), deciduous forest (41), evergreen forest (42), mixed forest (43), shrub/scrub (52), 150 

grassland/herbaceous (71), woody wetlands (90), and emergent herbaceous wetlands (95).  151 

Based on previous studies [2, 28, 29, 31, 32, 51], potential indicators of GI configuration 152 

for local flooding were computed for each county using FRAGSTATS version 4.2.1. These 153 

indicators included percentage of landscape (PLAND), mean shape index (SHAPE), mean 154 

proximity index (PROX), mean nearest neighbor distance (ENN), patch cohesion index 155 

(COHESION), and area-weighted mean radius of gyration (GYRATE); together, these describe 156 
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the size, shape, isolation/fragmentation, and connectivity of the GI patches (see Table 1). 157 

PLAND quantifies the total area of GI as a percentage. SHAPE is a measure of the mean shape 158 

complexity, with larger values implying the GI patches are of a more irregular shape. PROX and 159 

ENN collectively measure the levels of isolation and fragmentation, respectively, with higher 160 

values indicating larger GI patches in closer proximity and with longer edge-to-edge distances 161 

between them. Finally, COHESION and GYRATE jointly compute physical connectivity; values 162 

increase if the GI patches are more clumped and connected [52].  163 

 164 

2.2.3. Socioeconomic attributes 165 

Socioeconomic variables such as income or wealth, education, and race/ethnicity have 166 

been shown to serve as drivers of disproportionate flooding impacts [53]. Previous studies have 167 

argued that people with less economic cabbies, lower levels of knowledge, and a minority status 168 

are more vulnerable to flood damage, due to their limited protective measures and means of 169 

preparation [54-58]. To control for these socioeconomic impacts, we measured housing value 170 

density, income, education level, and race as control variables (see Table 1). Income was 171 

dropped from the final models to avoid multicollinearity problems. 172 

We retrieved all socioeconomic data from the US Census Bureau’s 2000 and 2010 173 

decennial census as well as the the American Community Survey five-year estimates; these data 174 

were then aggregated by county. Similar to previous studies, we linearly interpolated the 2006 175 

value data from the decennial census [59, 60]. The housing value assessed per unit area (i.e., the 176 

estimate of what the property would sell for if it were for sale) was calculated as a proxy 177 

indicator of wealth and log transformed in the final models to normalize its distribution [61, 62]. 178 
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In the model specifications, education level and race denoted the percentage of persons with no 179 

high school diploma and non-Hispanic whites, respectively (see Table 1).  180 

 181 

2.2.4. Built environment 182 

As a major built environment factor, impervious surfaces contribute to increasing 183 

flooding risks in urbanized areas. They limit the capacity of land to store rainwater and promote 184 

the rapid discharge of runoff through underground sewer systems, thus increasing both flood 185 

volume and peak flow [11, 63, 64]. To mitigate this adverse impact, dams are engineered 186 

structures constructed to regulate flood volume by forming reservoirs [6]. However, when 187 

rainfall exceeds the design capacity of a reservoir, an uncontrolled stormwater release from a 188 

dam can result in devastating downstream flooding, as was seen with the Addicks and Barker 189 

reservoirs in Houston, Texas during Hurricane Harvey [65]. To control for the effects of these 190 

built environment variables, we used the USGS’s 30-meter resolution imperviousness data 191 

produced in 2001, 2006, 2011, and 2016 to compute the percentage of impervious surface for 192 

each county (see Table 1). For the same periods, the number of dams was also counted, using 193 

geographic data obtained from the US Army Corps of Engineers. 194 

  195 

2.2.5. Climatic and geophysical environment  196 

Climatic factors such as storm size and duration decisively affect flood magnitude. 197 

Larger storm amounts over longer durations accelerate soil saturation, forming surface water 198 

seals and increasing waterlog hazards [12]. Geophysical features such as surface elevation, flood 199 

plain area, slope, soil permeability, and proximity to the coast also play critical roles in 200 

escalating flood potential. Low-lying areas such as floodplains are more prone to flooding, due to 201 

the shallow groundwater depth [6, 66]. While a sloping terrain speeds up surface flow, a flat 202 
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topography can dissipate the flow’s momentum, causing poor drainage [67]. Similarly, low-203 

permeability soil degrades the infiltration capacity, increasing the chance of water ponding. 204 

During major rainfall events, storm surges add another flood burden to areas situated along 205 

coastlines [68, 69].  206 

 To quantify these contributing factors, mean annual precipitation during the reported 207 

flood damage periods was collected from the Parameter-elevation Regressions on Independent 208 

Slopes Model (PRISM) Climate Group dataset. Corresponding mean annual durations of flood 209 

events were also computed using SHELDUS. Unlike these climatic factors, we assumed that 210 

geophysical variables barely changed over time, inputting them as time-invariant variables into 211 

our models. Mean surface elevation and slope were computed based on the 30-meter digital 212 

elevation models obtained from the USGS. We mapped the 100-year floodplain based on the Q3 213 

Flood Data and National Flood Hazard Layer provided by FEMA. The saturated hydraulic 214 

conductivity acquired from the Soil Survey Geographic Database (SSURGO) maintained by the 215 

Natural Resources Conservation Service was quantified to represent soil permeability. Finally, 216 

using the jurisdictional boundaries retrieved from the Texas Department of Transportation 217 

(TxDOT), we measured the nearest Euclidean distance from the county centroid to the Gulf of 218 

Mexico coastline, as well as the binary value of whether the county bordered the coast. 219 

 220 

2.3. Data analysis 221 

Unlike single cross-sectional or time-series data, a panel dataset consists of both cross-222 

sectional and time-series dimensions, denoted as i = 1, …, N and t = 1, …, T, respectively. To 223 

account for the individual and temporal heterogeneity of the dataset collected in this study, we 224 

employed a spatial panel data model, an advanced tool developed to capture the complexity of 225 
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cross-sectional time-series behaviors and phenomena that are spatially correlated, as compared to 226 

using two traditional, non-spatially weighted models [70].  227 

Traditionally, three techniques can be applied in standard panel data modeling: pooled 228 

ordinary least squares (OLS), fixed effects, and random effects. The pooled OLS method 229 

disregards the panel structure of data and produces the most restrictive model. As a baseline 230 

model, we developed the pooled OLS model for NT observations, as follows: 231 

	 ( = *+ + -.*� + /*� + 0*1 + 2*3 + -*4 + 5,	 Eq. 1 

where F is an (NT ×1) vector of logged flood losses; GI is an (NT × i) matrix of the GI’s spatial 232 

pattern variables; S is an (NT × j) matrix of the socioeconomic variables; B is an (NT × k) matrix 233 

of the built environment variables; C is an (NT × l) matrix of the climatic variables; G is an (NT 234 

× m) matrix of the geophysical variables;  *+ is an (NT × 1) vector of the constant; *�, *�, *1, *3, 235 

and *4 are (i × 1), (j × 1), (k × 1), (l × 1), and (m × 1) vectors of estimated parameters, 236 

respectively; and 5 is an (NT × 1) vector of idiosyncratic error terms with a constant variance.  237 

Unlike pooled OLS models, fixed and random effects models take the panel structure of a 238 

dataset into account based upon correlations between explanatory variables and the unobserved 239 

effects of entities (in this case, counties). The advantage of using a fixed effects method is that 240 

the researcher can control for the unobserved effects of time-invariant variables, whether or not 241 

they are measured [71, 72]. Conversely, random effects models allow for the investigation of 242 

specified time-invariant causes of dependent variables (such as certain geophysical attributes in 243 

the present study). Hausman [73]Based on the results of the Hausman specification test [73], a 244 

two-way fixed effects model was selected over a random effects model for the panel data in this 245 

study. Considering that counties not being randomly sampled from a population and fixed effects 246 
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estimation is generally better at supporting policy analysis [74], the fixed effects estimator was 247 

determined to be optimal for this study.  248 

Using the balanced panel data, we stacked the observations as successive cross-sections 249 

for t = 1, …, T. In the stacked form, the two-way fixed effects model could then be formulated as 250 

follows: 251 

	 (7 = *+ + -.7*� + /7*� + 07*1 + 27*3 + μ + 97:; + 57 ,	 Eq. 2	
where Ft is an (N ×1) vector of logged flood losses; GIt is an (N × i) matrix of the GI’s spatial 252 

pattern variables; St is an (N × j) matrix of the socioeconomic variables; Bt is an (N × k) matrix of 253 

the built environment variables; Ct is an (N × l) matrix of the climatic variables; μ is an (N ×1) 254 

vector of the unobserved county-specific effects determined by time invariant variables not 255 

included in this model; 97 is a scalar time-specific effect; :; is an (N ×1) vector of ones; and 57 is 256 

an (N × 1) vector of idiosyncratic error terms with a constant variance for time period t.  257 

 However, this standard method can still sometimes lead to misinterpretations, if the 258 

sample observations are spatially or temporally correlated. The global Moran’s I statistics for 259 

each time period implied that significant spatial or cross-sectional dependence was particularly 260 

present in the dependent variable of flood damage. To control for this autocorrelation effect, we 261 

developed and tested the performance of diverse, advanced spatial panel data models (i.e., the 262 

mixed regressive spatial autoregressive (SAR) model, spatial error model (SEM), spatial Durbin 263 

model (SDM), and spatial autoregressive combined (SAC) model) [75, 76]. The Lagrange 264 

multiplier test, a diagnostic test that detects errors resulting from the omission of spatial 265 

autoregressive parameters [77, 78], and a subsequent model interpretation revealed that the SEM 266 

would be a better fit with theoretically consistent signs. While the SAR and SDM presume the 267 

presence of spatial dependence in independent or dependent variables, the SEM includes 268 
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spatially correlated errors in the model, in this case assuming that the flood loss error of an 269 

observation would affect that of a neighbor. The SEM with spatial fixed effects was specified as 270 

follows: 271 

	 (7 = *+ + -.7*� + /7*� + 07*1 + 27*3 + μ + 97:; + 57 ,	
	57 = <=;57 + >7 = �.; � <=;�?�>7	

Eq. 3	

where < is a spatial autoregressive parameter; =; is an (N × N) weight matrix for the cross-272 

sectional dimension, in which each component @�A ∈ =; denotes the spatial weight of 273 

associations between neighbor units i and j; .; is an (N × N) identity matrix; and >7 is an (N ×1) 274 

vector of idiosyncratic errors independently distributed across cross-sections, with a constant 275 

variance for time period t. We produced the weight matrix =; using the Queen’s contiguity 276 

method, based on the assumption that neighboring counties would affect the flood losses of a 277 

target county. Consequently, the weight of bordering counties was assigned a 1, and 0 was 278 

assigned to the others [78]. The final weight matrix was row-standardized to have the sum of 279 

elements in each row be 1. In spatial panel modelling, it is important to note that this weight 280 

remains constant over time. If error terms are heteroskedastic, one-way clustered standard errors 281 

must also be computed [79, 80]. 282 

 283 

3. Results 284 

3.1. Spatial and temporal variations in flood losses 285 

During the study period, the selected coastal watershed counties experienced 731 flood 286 

events, resulting in a total of approximately $78 billion in accumulated damage costs. The most 287 

damaged counties were clustered in north-eastern Texas along the Gulf of Mexico (see Figure 2). 288 

The top three counties were Aransas County ($76,346 per person), Galveston County ($61,661 289 
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per person), and Newton County ($41,231 per person), while the bottom three were Duval 290 

County ($4.90 per person), Live Oak County ($17.20 per person), and Kleberg County ($21.70 291 

per person). Regarding the flood frequency, Harris County, which includes Houston, the largest 292 

city in Texas, experienced the highest number of flood events (a total of 98) during the study 293 

period, with $4,485 in flood loss per capita. In contrast, only five flood events occurred in 294 

Aransas County, but these represented the greatest total flood damage reported in the sample, 295 

implying the highest intensity of flood events taking place during the study period. 296 

The mean total flood loss varied substantially by time period, as shown in Table 2. Flood 297 

damage across the counties was the lowest between 2010 and 2012 and the highest between 2015 298 

and 2017 ($35.4 and $8,940 per person, respectively). This trajectory corresponded with rainfall 299 

trends; the respective terms were the driest and wettest during the entire study period. In 300 

particular, the 2011 drought recorded the lowest precipitation in Texas since 1910 [81], while 301 

Hurricane Harvey brought historic flooding in 2017 [46]. 302 
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 303 
Figure 2. Accumulated flood damage cost per capita in the selected coastal watershed Texas counties  304 

during the study period. 305 

 306 

Table 2. Mean values of major variables by time period. 307 

Variable Period 1 
(2000-2002) 

Period 2 
(2005-2007) 

Period 3 
 (2010-2012) 

Period 4 
(2015-2017) 

Dependent variable 
Flood damage per capita (US$) 1,690.80 (4,581.07) 2,080.89 (6,615.64) 35.36 (120.42) 8,940.00 (16,431.86) 

Independent variables 

Spatial patterns of GI 

PLAND (%) 49.30 (20.57) 49.06 (20.64) 48.92 (20.64) 46.12 (23.18) 
SHAPE  1.57 (0.19) 1.57 (0.19) 1.56 (0.18) 1.44 (0.13) 
PROX 106,380.50 

(184,069.30) 
105,051.40 

(177,969.30) 
103,768.90 

(175,163.50) 
87,676.70 

(171,392.60) 
ENN (m) 83.81 (4.82) 83.75 (4.80) 83.63 (4.72) 85.96 (6.77) 
COHESION 99.70 (0.32) 99.69 (0.34) 99.67 (0.38) 99.55 (0.51) 
GYRATE (km) 12.29 (8.07) 12.35 (8.19) 12.23 (9.30) 11.34 (8.31) 

Control variables 
Socioeconomic attributes 

Housing value density ($/m2) 1.20 (1.93) 1.92 (4.44) 2.63 (5.93) 3.11 (7.44) 
Undereducation (%) 30.87 (10.01) 27.06 (9.06) 24.17 (8.88) 21.53 (8.75) 
Race (%) 51.45 (24.59) 49.26 (24.27) 47.31 (23.94) 45.65 (23.75) 

Built environment 

Impervious area (%) 2.41 (4.32) 2.61 (4.78) 2.81 (5.13) 2.97 (5.39) 
Dams (count) 17.86 (20.51) 17.97 (20.61) 18.06 (20.64) 18.06 (20.64) 

Climatic environment 

Precipitation (mm) 1,124.29 (391.18) 1,066.49 (319.67) 816.81 (214.82) 1,344.11 (477.59) 
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Duration of flood events (days) 3.94 (4.45) 1.58 (2.11) 2.59 (5.58) 3.43 (2.91) 
Observations (N) 36 36 36 36 

Note. Standard deviations are denoted in parenthesis; geophysical variables are assumed to be time-invariant and 308 
thus are not included in this table. 309 

 310 

3.2. Temporal variations of factors contributing to flood loss 311 

The descriptive statistics reported in Table 2 demonstrate temporal changes in the GI 312 

configuration, socioeconomic status, and built and climatic environments of the selected coastal 313 

watershed counties. Overall, the GI gradually degraded from 2000 to 2017. The mean total 314 

amount of GI was reduced by 3.2 percent points over the study period. The reduced values for 315 

SHAPE, PROX, COHESION, and GYRATE indicate a decreasing complexity in the GI patterns 316 

and losses in proximity and physical connectivity between GI patches over time. Increasing ENN 317 

values also indicate an escalating isolation of GI patches. It is important to note that these 318 

changes became even more pronounced after 2015.  319 

Conversely, people’s socioeconomic status (in terms of both wealth and education level) 320 

improved over time. From 2000 to 2017, the housing value density increased by 159% and 321 

percentage of persons with no high school diploma decreased by 30%, on average. While in the 322 

early 2000s more than 50% of the population consisted of non-Hispanic whites, the demographic 323 

shift in the study area implies a constant decline of non-Hispanic whites over time. This 324 

corresponds with a regional projection that Hispanics would outnumber the white population in 325 

Texas in the near future [82, 83]. 326 

 Corresponding with the decreasing amount of GI, impervious surfaces consistently 327 

increased after 2000. Simultaneously, the mean number of dams by county also slightly 328 

increased. Yet climatic factors such as mean annual precipitation and flood duration showed 329 

unexpected variations by period and were not particularly aligned with the trajectory of flood 330 

loss. The highest annual precipitation was reported from 2015 to 2017 (assumably due to the 331 
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torrential rainfall amounts from Hurricane Harvey in 2017), while flood events with the longest 332 

mean duration took place from 2000 to 2002. 333 

 334 

3.3. Prediction of flood loss 335 

The results of the pooled OLS, standard fixed effects, and spatially weighted fixed effects 336 

models listed in Table 3 display the significant relationship between GI configuration and flood 337 

loss. More GI indicators show significant contributions when the spatial autocorrelation of errors 338 

in flood loss is controlled for in the model (see the FE SEM results in Table 3). The size, shape 339 

complexity, and level of isolation and fragmentation measured by PLAND, SHAPE, PROX, and 340 

ENN are all negatively related to flood loss (p < 0.01 ̶ 0.1), while physical connectedness, 341 

quantified by GYRATE, shows a positive association (p < 0.05). This finding implies that larger, 342 

more irregular, more dispersed (or isolated), and less connected configurations of GI patches in a 343 

county tend to reduce the financial cost of flood damage over time. More specifically, flood 344 

damage decreases by 5.6% for every 0.1 percent-point increase in GI amount of a county. Large, 345 

clustered patches with high PROX values also benefit flood mitigation. The computation of 346 

standardized coefficients for the OLS model reveals that PROX is the most powerful GI 347 

indicator for predicting flood loss (b* = -0.45, p < 0.1), followed by SHAPE (b* =-0.24, p < 0.1).  348 

When holding other variables constant, the socioeconomic attributes of housing value 349 

density and race consistently show significant contributions to flood loss prediction in both the 350 

non-spatially and spatially weighted fixed effects models. Decreasing housing value density 351 

within a county correlates with a steadily increasing level of flood damage, as expected (b = -352 

12.35, p < 0.01 in FE SEM). Conversely, an increasing proportion of non-Hispanic whites 353 

unexpectedly increases flood losses over time (b = 0.99, p < 0.05). Within the study area, non-354 

Hispanic whites tend to cluster around floodplain areas, possibly to enjoy more access to water, 355 
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increasing their vulnerability to flood risks. In the OLS model, climatic factors including annual 356 

precipitation and flood duration are found to be the most contributing control variables to flood 357 

losses (b* =0.41 and 0.39, respectively). Larger storms with longer durations are found to 358 

longitudinally increase flood losses in a county. However, installation of flood control reservoirs 359 

and dams helps to moderate this risk (b = -5.00, p < 0.01). 360 

The significant spatial autoregressive parameter (θ) in the spatial panel model confirms the 361 

importance of controlling for autocorrelation in flood loss errors (b = 0.24, p < 0.05). The within 362 

R-squared statistic shows that the model can account for over 56% of over-time variance in flood 363 

damage. The increased log-likelihood and decreased Akaike's and Bayesian Information Criteria 364 

(AIC/BIC) also suggest that the spatial panel model (or fixed effects SEM) provides the best 365 

model performance. Although the specific effects of time-invariant variables cannot be identified 366 

in this model, biased variables in the pooled OLS model imply the importance of county’s fixed 367 

effects fully controlled for in the other panel data models; the fixed effects SEM in particular 368 

corrects the largely underestimated impacts of GI patterns in the OLS model. 369 

  370 

Table 3. Pooled OLS, fixed effects, and fixed effects spatial error models predicting logged flood losses 371 

per capita.  372 

Variable *CDE  
(std) 

*FG   
(std) 

*FG	EGH   

(std) 

Spatial patterns of GI 

PLAND -0.026 -0.744** -0.546* 
 (0.083) (0.374) (0.307) 
SHAPE  -10.838* -29.365* -31.677** 
 (6.294) (17.225) (14.561) 
PROX -0.00002* -0.00008 -0.00008* 
 (0.00001) (0.00006) (0.00004) 
ENN -0.180 -0.467 -0.566*** 
 (0.167) (0.284) (0.177) 
COHESION -2.942 -3.930 -4.869 
 (3.674) (6.578) (4.380) 
GYRATE 0.252 1.159* 0.979** 
 (0.246) (0.648) (0.381) 

Socioeconomic attributes 

Housing value density (logged) -0.717 -13.567*** -12.351*** 
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 (1.239) (4.845) (4.287) 
Undereducation -0.182 0.164 -0.063 
 (0.145) (0.338) (0.284) 
Race -0.061 1.124** 0.990** 
 (0.058) (0.488) (0.479) 

Built environment 
Impervious area -0.391 0.228 0.280 
 (0.268) (1.466) (0.879) 
Dams 0.020 -4.627** -4.989*** 
 (0.051) (2.180) (1.352) 

Climatic and geophysical environment 
Precipitation 0.008** 0.007 0.009* 
 (0.004) (0.005) (0.005) 
Duration of flood events 0.790*** 0.863*** 0.757** 
 (0.167) (0.201) (0.347) 
Surface elevation 12.864   
 (43.959)   
Floodplain area -0.019   
 (0.074)   
Slope -1.697   
 (1.769)   
Soil permeability -0.014   
 (0.107)   
Adjacency to coast 3.638   
 (2.442)   
Distance to coastline 0.087   
 (0.059)   

Time effects 
Period 2 3.618** 15.028*** 14.390*** 
 (1.611) (3.425) (2.910) 
Period 3 1.480 20.373*** 19.230*** 
 (2.005) (5.476) (4.214) 
Period 4 3.807 22.987*** 21.706*** 
 (2.314) (7.035) (5.613) 

Constant 315.496 (361.306) 499.435 (669.736)  
Spatial error (θ)   0.241** (0.115) 
Observation (NT) 144 144 144 
Log-likelihood -452.1           -427.4           -424.8 IJ�7K�
�   0.569 0.563 ILM7JMM
�   0.001 0.001 I� 0.530 0.002 0.002 
AIC 950.243 888.871 885.699 
BIC 1,018.548 939.358 939.156 

Note. In all specifications, the dependent variable is the logged flood damage cost per capita in 2015 dollars; the 373 
value represented in each cell denotes the estimated parameter (*) of a corresponding predictor by model type, and 374 
standard errors are exhibited in parenthesis.  *p<0.1; ** p < 0.05; *** p < 0.01.  375 
 376 

4. Discussion 377 

A lack of longitudinal monitoring of GI and its associated effects have impeded the proper 378 

restoration and maintenance of regional ecosystem assets crucial for long-term flood protection. 379 
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Due to the increasing frequency of natural disasters, the need for GI restoration is increasingly 380 

being recognized. However, a gap between planning and implementation still exists [84]. Social 381 

and economic constraints such as limited funding initiatives, high implementation costs, and a 382 

lack of landowner participation have all hampered successful GI restoration [85]. Similarly, the 383 

preservation of GI has often been neglected when development demands are high and alternative 384 

engineering techniques such as reservoirs, dams, and drainage pipes provide a false sense of 385 

security, allowing residents to believe that the ever-increasing risk of flooding will be offset by 386 

these costly structural techniques [10]. However, the results of this study clearly show how the 387 

loss of GI over time can bring huge financial burdens to both communities and local 388 

governments responsible for reconstructing damaged property. This damage will repeatedly and 389 

more intensely occur in the future, exacerbated by climate change and the increasing storm 390 

frequency and intensity it entails [86]. 391 

According to this research’s findings, the strategic planning of GI configurations should be 392 

integrated into land use policymaking. Doing so will help minimize economic losses from floods 393 

and promote the long-term preservation of natural resources. The results of the spatial panel data 394 

modelling completed for this study suggest that adding 0.1% of GI (270 ha on average, that is 395 

equivalent to the size of Cornwall Park in Auckland, New Zealand) will help to avoid 396 

approximately 5.6% of flood damage in a county (see Table 3). In Harris County, the coverage 397 

of impervious surfaces was exceptional (above 30%). This county experienced the greatest 398 

expansion of urban area in the sample (5.9% between 2000 and 2017), and the total damage 399 

peaked in the most recent period ($20 billion between 2015 and 2017). Restoring, preserving, 400 

and increasing the GI amount should be of top priority there, in order to mitigate further flood 401 

damage. It can be inferred that the long-term net benefits of investing in regional GI preservation 402 
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and providing incentives for restoring damaged or lost GI as well as provisions for the addition 403 

of new patches are substantial, especially in terms of avoiding repeated financial expenses 404 

related to reconstructing damaged housing structures. 405 

In addition to the size of the GI, the findings of this research also suggest that maintaining 406 

substantial shape complexity in GI patches is important; in other words, more irregular forms of 407 

GI are preferable to standardized, square patterns in terms of effective flood mitigation. This 408 

result is consistent with findings from a recent study showing that a coastal flood vulnerability 409 

index rating decreased as the shape complexity of urban forests increased [87]. Although there is 410 

insufficient scholarly evidence to support the physical basis of this causal relationship, a 411 

theoretical reason is conceivable. According to the theory of landscape ecology, flows and 412 

exchanges of material and energy occur across boundaries of heterogeneous landscapes [88]. 413 

Features of patches determine permeability across their edges [89]. The increased edges of 414 

irregularly shaped GI may increase the hydrological interaction between GI and non-GI surfaces, 415 

allowing more surface flow to be exchanged, and consequently intercepted and stored by GI. 416 

Contrastingly, gridded patterns mainly defined by roads in urbanized areas have standardized GI 417 

patterns, threatening their sustainability over time (see Table 2).    418 

Together, the PROX and ENN variables account for the level of isolation and 419 

fragmentation of GI. The negative impacts shown in this research of PROX and ENN on local 420 

flooding are supported by the findings of recent cross-sectional studies [31, 32]. The longitudinal 421 

assessment in this study also revealed the benefits of restoring and maintaining larger patches in 422 

closer proximity in order to mitigate flood loss over time. At the same time, GI patches should be 423 

better dispersed throughout a county to preserve high in-between distances (ENN). In urban 424 

areas in the selected counties, the decreasing distance between GI patches was often associated 425 
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with fragmentation. Large GI patches were encroached upon and dissected by new developments 426 

such as roads and residential houses, decreasing mean ENN values and exacerbating flood 427 

damage (see Figure 3). This finding underscores the importance of regulating the ongoing 428 

fragmentation of existing GI at the expense of new development. Regional and local 429 

governments should internalize increasing flood damage costs in the permitting process for 430 

developments near protected GI. Conservation easements for large, clustered GI areas will also 431 

be beneficial for maintaining high proximity. Another observation within the study area was that 432 

small, interstitial GI patches between large GI areas had largely been destroyed over time. To 433 

compensate for this loss, land use policy should guide the restoration and installation of new GI 434 

to be large in size, irregularly shaped, and close to previously preserved sites, with multiple 435 

clusters placed in a dispersed manner throughout the county to maintain large distances in 436 

between GI components. 437 

Finally, the positive relationship between GI connectivity and flood loss found in this study 438 

is inconsistent with the findings of previous research; connectivity was often found to lose 439 

significance when predicting flood factors [2, 28, 51]. The connected form of GI has been highly 440 

valued in landscape ecology, in that connectivity promotes the functional linkage of ecosystems 441 

and preserves habitat biodiversity [90]. However, several hydrological studies supported 442 

distributed patterns of site-scale flood control systems over centralized and connected patterns in 443 

order to capture floodwater from multiple development sources in urban watersheds [91-93]. 444 

While the spatial scope of this study was focused beyond that of urban areas, the corresponding 445 

results of GYRATE, together with ENN, demonstrate the overweighted importance of dispersed 446 

arrangements over connected and clustered forms of GI at the county level. Yet, caution is 447 

required with this interpretation. The impacts of changes in connectivity can vary by GI type and 448 
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geographic location. Within the selected coastal watershed counties, connected forests and 449 

woody wetlands were clustered in eastern coastal areas, while shrublands were connected in 450 

western coastal areas and scattered in the east. Emergent herbaceous wetlands were generally 451 

clustered along the Gulf of Mexico. Since this study limits spatial assessment to a combined 452 

class of multiple GI types, further examination is needed to confirm the distinguishing effects of 453 

individual GI classes on flood losses.  454 

 455 

  456 
 457 

  458 

 459 

 460 

Figure 3. Fragmentation of GI by new developments along the urban periphery: (upper) land cover maps 461 

of Harris County in 2001 and 2016 and (lower) land cover maps of Fort Bend County in 2001 and 2016. 462 
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5. Conclusion 464 

The longitudinal performance of GI configuration has been underexplored in terms of its 465 

ability to reduce flood damage. A few cross-sectional analyses have been conducted, though a 466 

limited understanding of spatial autocorrelation would have resulted in statistical bias in the 467 

model predictions. This study adopted an advanced method of controlling for spatially correlated 468 

errors in flood loss and examined the longitudinal impacts of GI arrangements on flood damage 469 

cost at a county level. For the time period between 2000 and 2017, we developed pooled OLS, 470 

fixed effects (not spatially weighted), and fixed effects SEMs using a series of GI pattern, 471 

socioeconomic status, and built, climatic, and geophysical environment variables. The results 472 

reveal that larger, more irregular, more dispersed, less fragmented, and less connected 473 

configurations of GI should be restored and preserved over time to minimize the financial cost of 474 

flood damage by county. Maintaining larger patches in closer proximity should be top priority, 475 

based on the finding that PROX is the strongest GI predictor in the model. To avoid further loss 476 

of GI patterning to increasing demands for development in coastal regions, multiple non-477 

structural approaches to protect GI, such as conservation easements, transfers of development 478 

rights, land acquisition, buffers/setbacks, incentivization, and zoning should be coupled with the 479 

restoration and expansion of existing GI areas.  480 

Although this study provides insightful results, the analysis unit was limited to a regional 481 

jurisdiction: the county. A multi-scale analysis would enhance the collective capacity of federal, 482 

state, and local governments to achieve a consistent goal of GI protection. Beyond political or 483 

geographic boundaries, a watershed-level analysis ought also to be undertaken for integrated 484 

flood mitigation. Another limitation of this research is the data merge method from multiple 485 

sources. In particular, the national hazard loss database used in this study can be subject to 486 
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temporal or geographic bias derived by uninsured losses or underestimated minor events [47]. In 487 

future research, the time-varying effects of GI patterns should be further analyzed by exploring 488 

their interactions with time and developing advanced statistical methods [94]. It should be noted 489 

that the panel data method adopted in this study assumed that the longitudinal effects of GI 490 

changes were constant over the time periods examined. Moreover, supportive planning measures 491 

that protect existing GI and promote strategic placement should also be specified in model 492 

prediction to attest their effectiveness. The models would then serve as an important tool for 493 

planners and natural resource managers seeking to prioritize possible planning options. Finally, 494 

this study’s scope was limited to predicting avoidable flood damage costs by maintaining a 495 

healthy GI structure over time. Future research should quantify the net economic benefits of 496 

restoring and preserving GI by comparing the results with installation, maintenance, and 497 

operation costs. Yet, it is important to note that the benefits of GI are not limited to only the 498 

economic domain, but rather embrace multifaceted environmental and social values. These 499 

holistic, multi-purpose benefits should be appreciated in future studies, despite the low 500 

investment returns that GI may sometimes produce, especially in the short term.  501 
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